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ABSTRACT
In many real-world scenarios, the utility of a user is derived from the single execution of a policy. In this case, to apply multi-objective reinforcement learning, the expected utility of the returns must be optimised. Various scenarios exist where a user’s preferences over objectives (also known as the utility function) are unknown or difficult to specify. In such scenarios, a set of optimal policies must be learned. However, settings where the expected utility must be maximised have been largely overlooked by the multi-objective reinforcement learning community and, as a consequence, a set of optimal solutions has yet to be defined. In this paper we address this challenge by proposing first-order stochastic dominance as a criterion to build solution sets to maximise expected utility. We also propose a new dominance criterion, known as expected scalarised returns (ESR) dominance, that extends first-order stochastic dominance to allow a set of optimal policies to be learned in practice. Finally, we define a new solution concept called the ESR set, which is a set of policies that are ESR dominant.
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1 INTRODUCTION
In multi-objective reinforcement learning (MORL), there are two classes of algorithms: single-policy and multi-policy [26, 31]. Each MORL algorithm has two phases: the learning phase and the execution phase [26]. When using single-policy methods, an agent learns a single optimal policy that maximises a user’s utility function where a user’s preferences over objectives are represented by a utility function. The agent then executes the optimal policy during the execution phase. Single-policy methods require the utility function of a user to be known during the learning phase. In certain scenarios a user’s preferences over objectives may be unknown; therefore, the utility function is unknown. In this case, a user is said to be in the unknown utility function or unknown weights scenario [13, 26]. In the unknown utility function scenario, multi-policy methods must be used to learn a set of optimal policies during the learning phase. We assume that the utility function of the user will become known during the execution phase. Once the utility function of the user is known, it is possible to select a policy, from the set of learned policies, that will maximise the user’s utility function.

In contrast to single-objective reinforcement learning (RL), multiple optimality criteria exist for MORL [26]. In scenarios where the utility of the user is derived from multiple executions of a policy, the scalarised expected returns (SER) must be optimised. In scenarios where the utility of the user is derived from a single execution of a policy, the expected utility of the returns (or expected scalarised returns, ESR) must be optimised. The majority of MORL research focuses on the SER criterion and linear utility functions [22], which limits the applicability of MORL to real-world problems. In the real world, a user’s utility function may be derived in a linear or non-linear manner. For known linear utility functions, single-objective methods can be used to learn an optimal policy [26]. Non-linear utility functions do not distribute across the sums of the immediate and future returns, which invalidates the Bellman equation [25]. Therefore, to learn optimal policies for non-linear utility functions, strictly multi-objective methods must be used.

For non-linear utility functions, a user can prefer significantly different policies depending on whether the SER or ESR criterion is optimised [22, 23]. Unfortunately, the ESR criterion has received very little attention, to date, in the MORL community. To learn optimal policies in many real-world scenarios where a policy will be executed only once, the ESR criterion must be optimised. For example, in a medical setting where a user has one opportunity to select a treatment, a user will want to maximise the expected utility of a single outcome. However, choosing the wrong optimisation criterion (SER) for such a scenario could potentially lead to a different policy than that which would be learned under ESR. In the real world, like in the aforementioned scenario, learning a sub-optimal policy could have catastrophic outcomes.

Therefore, it is crucial that the MORL community focuses on developing both single-policy and multi-policy methods that can learn optimal policies under the ESR criterion. Recently, a number of single-policy methods have been implemented that can learn optimal policies under the ESR criterion [12, 25]. Based on the findings of Hayes et al. [11, 12], a distribution over the expected utility of the returns must be used to learn an optimal policy under
the ESR criterion in realistic settings where rewards are stochastic. Traditionally, a single expected value of the returns is used to make decisions. However, the expected value cannot account for the range of possible outcomes or adverse effects a decision might have [12]. In the current MORL literature, no multi-policy methods exist for the ESR criterion. In fact, a set of optimal policies for the ESR criterion has yet to be defined.

This paper aims to fill the aforementioned research gaps that exist for the ESR criterion. Due to the lack of existing research for the ESR criterion, a formal definition of the requirements to satisfy the ESR criterion has yet to be defined. In Section 3, we define the requirements necessary to satisfy the ESR criterion. The applicability of MORL to many real-world scenarios under the ESR criterion is limited because no solution set has been defined for scenarios when a user’s utility function is unknown. In Section 4, we show how first-order stochastic dominance can be used to define sets of optimal policies under the ESR criterion. However, using FSD in practice, when the utility function of a user is unknown, determining a set of optimal policies is difficult because FSD relies on having access to a utility function. We address this challenge in Section 5 and expand first-order stochastic dominance to define a new dominance criterion, called expected scalarised returns (ESR) dominance. This work proposes that ESR dominance can be used to learn a set of optimal solutions, which we define as the ESR set.

2 BACKGROUND

2.1 Multi-Objective Reinforcement Learning

In multi-objective reinforcement learning, we deal with decision making problems with multiple objectives, often modelled as a multi-objective Markov decision process. An MMDP represents a tuple, $M = (S, A, T, \gamma, R)$, where $S$ and $A$ are the state and action spaces, $T : S \times A \times S \rightarrow [0, 1]$ is a probabilistic transition function, $\gamma$ is a discount factor determining the importance of future rewards, and $R : S \times A \times S \rightarrow \mathbb{R}^n$ is an $n$-dimensional vector-valued immediate reward function. In multi-objective reinforcement learning, $n > 1$.

2.2 Utility Functions

In MORL, utility functions are used to model a user’s preferences, and are used in both single-objective and multi-objective RL. Utility functions are functions that map returns to a scalar value which represents the user’s preferences over the returns,

$$u : \mathbb{R}^n \rightarrow \mathbb{R},$$

where $u$ is a utility function and $\mathbb{R}^n$ is an $n$-dimensional vector. Linear utility functions are widely used to represent a user’s preferences,

$$u = \sum_{i=1}^{n} w_i r_i,$$

where $w_i$ is the preference weight and $r_i$ is the value at position $i$ of the return vector. However, certain scenarios exist where linear utility functions cannot accurately represent a user’s preferences.

In this case, the user’s preferences must be represented using a non-linear utility function.

In this paper, we consider monotonically increasing utility functions [26], i.e.,

$$(\forall i, V_i^\pi \geq V_i^\pi' \land \exists i, V_i^\pi > V_i^\pi') \implies (\forall u, u(V^\pi) > u(V'^\pi')),$$  

where $V^\pi$ and $V'^\pi$ are the values of executing policies $\pi$ and $\pi'$ respectively.

A monotonically increasing utility function includes linear utility functions of the form in Equation 2. It is important to note that in certain scenarios the utility function may be unknown, therefore we do not know the shape of the utility function. If we assume the utility function is monotonically increasing we know that, if the value of one of the objectives in the return vector increases, then the utility also increases [26]. This assumption makes it possible to determine an ordering over policies when the shape of the utility function is unknown.

2.3 Scalarised Expected Returns and Expected Scalarised Returns

For MORL, the ability to express a user’s preferences over objectives as a utility function is essential when learning a single optimal policy. In MORL different optimality criteria exist [26]. In MORL, the utility function can be applied to the expectation of the returns, or the utility function can be applied directly to the returns before computing the expectation. Calculating the expected value of the return of a policy before applying the utility function leads to the scalarised expected returns (SER) optimisation criterion:

$$V^\pi_u = u \left( \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r_t \mid \pi, \mu_0 \right] \right).$$  

where $\mu_0$ is the probability distribution over possible starting states. SER is the most commonly used criterion in the multi-objective (single agent) planning and reinforcement learning literature [26]. For SER, a coverage set is defined as a set of optimal solutions for all possible utility functions. If the utility function is instead applied before computing the expectation, this leads to the expected scalarised returns (ESR) optimisation criterion [12, 25, 26]:

$$V^\pi_{u'} = u' \left( \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r_t \mid \pi, \mu_0 \right] \right).$$

ESR is the most commonly used criterion in the game theory literature on multi-objective games [22].

2.4 Stochastic Dominance

Stochastic dominance [3, 10] gives a partial order between distributions and can be used when making decisions under uncertainty. Stochastic dominance is particularly useful when a distribution must be taken into consideration rather than an expected value when making decisions. Stochastic dominance is a prominent dominance criterion in finance, economics and decision theory. When making decisions under uncertainty, Stochastic dominance can be used to determine the most risk averse decision. Various degrees of stochastic dominance exist, however, in this paper we focus on first-order stochastic dominance (FSD). FSD can be used to give a
Which gives,

\[ \int_{0}^{\infty} (1 - F_X(x)) \, dx \geq \int_{0}^{\infty} (1 - F_Y(x)) \, dx \]

Therefore, if \( X \geq_{FSD} Y \) then:

\[ \int_{0}^{\infty} (1 - F_X(x)) \, dx \geq \int_{0}^{\infty} (1 - F_Y(x)) \, dx \]

Which gives,

\[ E(X) \geq E(Y) \]

partial ordering over random variables or random vectors to give an FSD dominant set.

In Definition 2.1 we present the necessary conditions for FSD and in Theorem 2.2 we prove that if a random variable is FSD dominant it has at least as high an expected value as another random variable [34]. We use the work of Wolfstetter [34] to prove Theorem 2.2.

**Definition 2.1.** For random variables \( X \) and \( Y \), \( X \geq_{FSD} Y \) if:

\[ P(X > z) \geq P(Y > z), \forall z \]

If we consider the cumulative distribution function (CDF) of \( X \), \( F_X \), and the CDF of \( Y \), \( F_Y \), we can say that \( X \geq_{FSD} Y \) if:

\[ F_X(z) \leq F_Y(z), \forall z. \]

**Theorem 2.2.** If \( X \geq_{FSD} Y \), then \( X \) has a greater than or equal expected value as \( Y \).

\[ X \geq_{FSD} Y \implies E(X) \geq E(Y). \]

**Proof.** By a known property of expected values the following is true for any random variable:

\[ E(X) = \int_{0}^{\infty} (1 - F_X(x)) \, dx \]

\[ E(Y) = \int_{0}^{\infty} (1 - F_Y(x)) \, dx \]

Therefore, if \( X \geq_{FSD} Y \) then:

\[ \int_{0}^{\infty} (1 - F_X(x)) \, dx \geq \int_{0}^{\infty} (1 - F_Y(x)) \, dx \]

Which gives,

\[ E(X) \geq E(Y) \]

\[ \square \]

3 **EXPECTED SCALARISED RETURNS**

In contrast to single-objective reinforcement learning, different optimality criteria exist for MORL. In scenarios where the utility of a user is derived from multiple executions of a policy, the agent should optimise over the SER criterion. In scenarios where the utility of a user is derived from a single execution of a policy, the agent should optimise over the ESR criterion. Let us consider, as an example, a power plant that generates electricity for a city and emits harmful CO₂ and greenhouse gases. City regulations have been imposed which limit the amount of pollution that the power plant can generate. If the regulations require that the emissions from the power plant do not exceed a certain amount over an entire year, the SER criterion should be optimised. In this scenario, the regulations allow for the pollution to vary day to day, as long as the emissions do not exceed the regulated level for a given year. However, if the regulations are much stricter and the power plant is fined every day it exceeds a certain level of pollution, it is beneficial to optimise under the ESR criterion.

The majority of MORL research focuses on linear utility functions. However, in the real world, a user’s utility function can be non-linear. For example, a utility function is non-linear in situations where a minimum value must be achieved on each objective [20]. Focusing on linear utility functions limits the applicability of MORL in real-world decision making problems. For example, linear utility functions cannot be used to learn policies in concave regions of the Pareto front [32]. Furthermore, if a user’s preferences are non-linear, these are fundamentally incompatible with linear utility functions. In this case, strictly multi-objective methods must be used to learn optimal policies for non-linear utility functions. In MORL, for non-linear utility functions, significantly different policies are preferred when optimising under the ESR criterion versus the SER criterion [23]. It is important to note that, for linear utility functions, the distinction between ESR and SER does not exist [22].

For example, a decision maker has to choose between the following lotteries, \( L_1 \) and \( L_2 \), which are highlighted in Table 1.

<table>
<thead>
<tr>
<th>( L_1 )</th>
<th>( L_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P(L_1 = R) )</td>
<td>( R )</td>
</tr>
<tr>
<td>0.5</td>
<td>(4, 3)</td>
</tr>
<tr>
<td>0.5</td>
<td>(2, 3)</td>
</tr>
<tr>
<td>( P(L_2 = R) )</td>
<td>( R )</td>
</tr>
<tr>
<td>0.9</td>
<td>(1, 3)</td>
</tr>
<tr>
<td>0.1</td>
<td>(10, 2)</td>
</tr>
</tbody>
</table>

Table 1: A lottery, \( L_1 \), has two possible returns, (4, 3) and (2, 3), each with a probability, \( p \), of 0.5. A lottery, \( L_2 \), has two possible returns, (1, 3) with a probability, \( p \) of 0.9 and (10, 2) with a probability of 0.1.

The decision maker has the following non-linear utility function:

\[ u(x) = x_1^2 + x_2^2, \]

where \( x \) is a vector returned from \( R \) in Table 1, and \( x_1 \) and \( x_2 \) are the values of two objectives. Note that this utility function is monotonically increasing for \( x_1 \geq 0 \) and \( x_2 \geq 0 \). Under the SER criterion, the decision maker will compute the expected value of each lottery, apply the utility function, and select the lottery that
where making a decision [12].

Therefore, a decision maker with the utility function in Equation 6 will prefer to play lottery \( L_1 \) under the SER criterion.

Under the ESR criterion, the decision maker will first apply the utility function to the return vectors, compute the expectation, and select the lottery to maximise their utility function. Let us consider how a decision maker will choose which lottery to play under the ESR criterion:

\[
L_1 : E(L_1) = 0.5(4, 3) + 0.5(2, 3) = (2, 1.5) + (1, 1.5)
\]

\[
L_1 : u(E(L_1)) = (2^2 + 1.5^2) + (1^2 + 1.5^2) = 6.25 + 3.25 = 9.5
\]

\[
L_2 : E(L_2) = 0.9(1, 3) + 0.1(10, 2) = (0.9, 2.7) + (1, 0.2)
\]

\[
L_2 : u(E(L_2)) = (0.9^2 + 2.7^2) + (1^2 + 0.2^2) = 8.1 + 1.04 = 9.14
\]

By comparison, the ESR criterion has received very little attention as a MORL algorithm to learn optimal policies in a given scenario. Therefore, it is critical that the optimisation criterion is selected. Therefore, it is necessary to adopt a non-linear policy function when optimising under the ESR criterion.

\[
max \pi E \left[ u \left( R_t^- + \sum_{i=0}^{\infty} y^i r_i \right) \right]_{\pi, s_t} \neq 0
\]

\[
u(R_t^-) + max \pi E \left[ u \left( \sum_{i=0}^{\infty} y^i r_i \right) \right]_{\pi, s_t}
\]

where \( u \) is a non-linear utility function and \( R_t^- = \sum_{i=0}^{t-1} y^i r_i \).

Hayes et al. [12] implement a Distributional Monte Carlo Tree Search (DMCTS) algorithm, which learns a posterior distribution over the expected utility of individual policy executions. DMCTS achieves state-of-the-art performance under the ESR criterion. Hayes et al. [12] demonstrate that, when optimising under the ESR criterion, making decisions based on a distribution over the expected utility of the returns is crucial to learning optimal policies in realistic problems where rewards are stochastic. Traditional RL approaches use the expected value of the future returns to make decisions. The expected value cannot provide the agent with sufficient critical information to avoid adverse outcomes and exploit positive outcomes when making a decision [12].

To understand why it is critical to make decisions when optimising under the ESR criterion using a distribution over the expected utility of the returns, let us consider the following example in Table 2 regarding a human decision maker.

\[
L_3 \quad L_4
\]

\[
P(L_3 = R) \quad P(L_4 = R) \quad R
\]

\[
0.5 \quad (-20, 1) \quad 0.9 \quad (0, 2)
\]

\[
0.5 \quad (20, 3) \quad 0.1 \quad (10, 2)
\]

Table 2: A lottery, \( L_3 \), has two possible returns, (-20, 1) and (20, 3), each with a probability of 0.5. A lottery, \( L_4 \), has two possible returns, (0, 2) with a probability of 0.9 and (10, 2) with a probability of 0.1.

The decision maker has the following non-linear utility function:

\[
u(x) = x_1 + x_2^2
\]

where \( x \) is a vector returned from \( R \) in Table 2, and \( x_1 \) and \( x_2 \) are the values of two objectives. Note that this utility function is monotonically increasing for all values of \( x_1 \) and for values of \( x_2 \geq 0 \).

For the non-linear utility function in Equation 8, under the ESR criterion, both \( L_3 \) and \( L_4 \) have the same expected utility value of 5. It is important to note if an agent plays lottery \( L_3 \), there is 0.5 chance of receiving a utility of -19 and a 0.5 chance of receiving a utility of 29. For a human decision maker, receiving a utility of 29 is an ideal outcome. However, receiving a utility of -19 might represent a severely negative outcome that the decision maker would want to avoid, e.g. going into debt. Instead, the decision maker may prefer lottery \( L_4 \). As shown in this example, it is crucial that a distribution over the expected utility of the returns is used when making decisions under the ESR criterion.

The current MORL literature on the ESR criterion assumes a scalar expected utility (see Section 2.3) [12, 22, 25, 26]. As demonstrated above, using a single expected value to make decisions under the ESR criterion is not sufficient to avoid choosing policies with undesirable outcomes. Therefore, it is necessary to adopt a distributional approach to ESR problems.

Firstly, we define a multi-objective version of the value distribution [6], \( Z^\pi \), which gives the distribution over returns of a random vector [30] when a policy \( \pi \) is executed, such that,

\[
E Z^\pi = E \left[ \sum_{i=0}^{\infty} y^i r_i \right]_{\pi, \mu_0}
\]

Moreover, a value distribution can be used to represent policies. Under the ESR criterion, the utility of the value distribution, \( Z_u^\pi \), is defined as a distribution over the scalar utilities received from applying the utility function to each vector in the value distribution, \( Z^\pi \). Therefore, \( Z_u^\pi \) is a distribution over the scalar utility of vector returns of a random vector received from executing a policy, \( \pi \), such that,

\[
E Z_u^\pi = E \left[ u \sum_{i=0}^{\infty} y^i r_i \right]_{\pi, \mu_0}
\]

The utility of the value distribution can only be calculated when the utility function is known a priori.
In the examples used in Section 3, the utility function of the user is known. However, many scenarios exist where the user’s utility function is unknown at the time of learning [26]. In this scenario, a set of policies that are optimal for all monotonically increasing utility functions must be learned. However, for the ESR criterion, a set of optimal solutions has yet to be defined. To learn a set of optimal policies under the ESR criterion we must develop new methods.

To address this challenge, in Section 4 we apply first-order stochastic dominance to determine a partial ordering over value distributions to satisfy the ESR criterion.

4 STOCHASTIC DOMINANCE FOR ESR

For MORL there are two classes of algorithms: single-policy and multi-policy algorithms [26, 31]. When the user’s utility function is known a priori, it is possible to use a single-policy algorithm [12, 25] to learn an optimal solution. However, when the user’s utility function is unknown we aim to learn a set of policies that are optimal for all monotonically increasing utility functions. The current literature on the ESR criterion focuses only on scenarios where the utility function of a user is known [12, 25], overlooking scenarios where the utility function of a user is unknown. Moreover, a set of solutions under the ESR criterion for the unknown utility function scenario [26] has yet to be defined.

Various algorithms have been proposed to learn solution sets under the SER criterion (see Section 2.3), for example [18, 27, 33]. Under the SER criterion, multi-policy algorithms determine optimality by comparing policies based on the utility of vector valued expected utilities (Equation 4). In contrast, under the ESR criterion it is crucial to maintain a distribution over the utility of possible vector-valued outcomes. SER multi-policy algorithms cannot be used to learn optimal policies under the ESR criterion because they compute expected value vectors. It is necessary to develop new methods that can generate solution sets for the ESR criterion with unknown utilities. The development of methods that determine an optimal partial ordering over value distributions is a promising avenue to address this challenge.

First-order stochastic dominance (see Section 2.4) is a method which gives a partial ordering over random variables [15, 34]. FSD compares the cumulative distribution functions of the underlying probability distributions of random variables to determine optimality. To satisfy the ESR criterion, it is essential that the expected utility is maximised. To use FSD for the ESR criterion, we must show the FSD conditions presented in Section 2.4 also hold when optimising the expected utility for unknown monotonically increasing utility functions.

For the single-objective case, Theorem 4.1 proves for random variables X and Y, if \( X \geq_{FSD} Y \), the expected utility of X is greater than, or equal to, the expected utility of Y for monotonically increasing utility functions. In Theorem 4.1, random variables X and Y are considered, and their corresponding CDFs \( F_X, F_Y \). The work of Mas-Colell et al. [17] is used as a foundation for Theorem 4.1.

**Theorem 4.1.** A random variable, \( X \), is preferred to a random variable, \( Y \), for all decision makers with a monotonically increasing utility function if, and only if, \( X \geq_{FSD} Y \).

\[ X \geq_{FSD} Y \iff \mathbb{E}(u(X)) \geq \mathbb{E}(u(Y)) \]

**Proof.** If \( X \geq_{FSD} Y \), then\(^2\),

\[ F_X(z) \leq F_Y(z), \forall z \]

Since,

\[ \mathbb{E}(u(X)) = \int_{-\infty}^{\infty} u(z) dF_X(z) \]

\[ \mathbb{E}(u(Y)) = \int_{-\infty}^{\infty} u(z) dF_Y(z) \]

When integrating both \( \mathbb{E}(u(X)) \) and \( \mathbb{E}(u(Y)) \) by parts, the following results is generated:

\[ \mathbb{E}(u(X)) = [u(z)F_X(z)]_{-\infty}^{\infty} - \int_{-\infty}^{\infty} u'(z)F_X(z) \, dz \]

\[ \mathbb{E}(u(Y)) = [u(z)F_Y(z)]_{-\infty}^{\infty} - \int_{-\infty}^{\infty} u'(z)F_Y(z) \, dz \]

Given \( F_X(-\infty) = F_Y(-\infty) = 0 \) and \( F_X(\infty) = F_Y(\infty) = 1 \), the first terms in \( \mathbb{E}(u(X)) \) and \( \mathbb{E}(u(Y)) \) are equal, and thus

\[ \mathbb{E}(u(X)) - \mathbb{E}(u(Y)) = \int_{-\infty}^{\infty} u'(z)F_Y(z) \, dz - \int_{-\infty}^{\infty} u'(z)F_X(z) \, dz \]

Since \( F_X(z) \leq F_Y(z) \) and \( u'(z) \geq 0 \) for all monotonically increasing utility functions, then

\[ \mathbb{E}(u(X)) - \mathbb{E}(u(Y)) \geq 0 \]

and thus,

\[ \mathbb{E}(u(X)) \geq \mathbb{E}(u(Y)) \]

\[ \square \]

A utility function maps an input (scalar or vector return) to an output (scalar utility). Since the probability of receiving some utility is equal to the probability of receiving some return for a random variable, X, we can write the following:

\[ P(X > c) = P(u(X) > u(c)) \quad (11) \]

where \( c \) is a constant. Using the results shown in Theorem 4.1 and Equation 11, the FSD conditions highlighted in Section 2.4 can be rewritten to include monotonically increasing utility functions:

\[ P(u(X) > u(z)) \geq P(u(Y) > u(z)) \quad (12) \]

**Definition 4.2.** Let X and Y be random variables. X dominates Y for all decision makers with a monotonically increasing utility function if the following is true:

\[ X \geq_{FSD} Y \iff \forall u : \forall v : P(u(X) > u(o)) \geq P(u(Y) > u(o)) \]

In MORL, the return from the reward function is a vector, where each element in the return vector represents an objective. To apply FSD to MORL under the ESR criterion, random vectors must be considered. In this case, a random vector (or multi-variate random variable) is a vector whose components are scalar-valued random variables on the same probability space. For simplicity, this paper focuses on the case in which a random vector has two random variables, known as the bi-variate case. FSD conditions have been proven to hold for random vectors with \( n \) random variables in the works of Srivoonchitta et al. [29], Levrari et al. [14], Nakayama et al. [19] and Scarsini [28]. In Theorem 4.3, the work of Atkinson

\(^2\)CDFs with lower probability values for a given \( z \) are preferable. Figure 1 explains why this is the case.
where Bourguignon [2] is distilled into a suitable Theorem for MORL. Theorem 4.3 highlights how the conditions for FSD hold for random vectors while satisfying the ESR criterion for a monotonically increasing utility function, u, where \( \frac{d^2u}{dxt^2} \leq 0 \) [24]. It is important to note Atkinson and Bourguignon [2] have proven Theorem 4.3 for utility functions where \( \frac{d^2u}{dxt^2} \geq 0 \). We plan to extend these conditions for MORL in a future work. In Theorem 4.3, X and Y are random vectors where each random vector consists of two random variables, X = [X₁, X₂] and Y = [Y₁, Y₂]. F₁,X₁ and F₂,Y₁ are the corresponding CDFs.

**Theorem 4.3.** A random vector, X, is preferred to a random vector, Y, by all decision makers with a monotonically increasing utility function if, and only if, \( X \geq FSD \) Y.

**Proof.** Since \( X \geq FSD \) Y means,

\[
F_{X_1,X_2}(t, z) \leq F_{Y_1,Y_2}(t, z)
\]

The expected utility can be written as follows:

\[
E(u(X)) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u(t, z) f_{X_1}(t, z) dt dz
\]

\[
E(u(Y)) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u(t, z) f_{Y_1}(t, z) dt dz
\]

where \( f_{X_1} \) and \( f_{Y_1} \) are the density functions of X and Y, respectively. Only the steps for the integration of E(u(X)) are shown below, however, the steps for integration of E(u(Y)) are the same:

\[
E(u(X)) = \lim_{t \to \infty} \int_{-\infty}^{t} \left[ u(t, z) F_{X_1}(t, z) \right] dt dz = \lim_{t \to \infty} \int_{-\infty}^{t} \frac{du}{dt}(t, z) F_{X_1}(t, z) dt dz
\]

Given \( \lim_{t \to \infty} F_{X_1}(t, z) = 0 \) and \( \lim_{t \to \infty} F_{X_1}(t, z) = F_{Y_1}(t) \):

\[
\lim_{t \to \infty} \int_{-\infty}^{t} \frac{du}{dt}(t, z) F_{X_1}(t, z) dt dz = \lim_{t \to \infty} \int_{-\infty}^{t} \frac{du}{dt}(t, z) F_{X_1}(t, z) dt dz
\]

Integrating the first term gives the following:

\[
\lim_{t \to \infty} u(t, \infty) F_{X_1}(t, z) - \lim_{t \to \infty} u(t, \infty) F_{X_1}(0, \infty) = \lim_{t \to \infty} \int_{-\infty}^{t} \frac{du}{dt}(t, z) F_{X_1}(t, z) dt dz
\]

Given \( F_{X_1}(0, \infty) = 0 \), \( F_{X_1}(\infty, \infty) = 1 \) and \( u(\infty, \infty) = \infty \) or \( -\infty \).

\[
= \int_{-\infty}^{\infty} \left( \lim_{t \to \infty} \frac{du}{dt}(t, \infty) F_{X_1}(t, z) dt - \int_{-\infty}^{\infty} \frac{du}{dt}(t, \infty) F_{X_1}(t, z) dt \right) dz
\]

Then, integrating the second term gives the following:

\[
\int_{-\infty}^{\infty} \left( \lim_{t \to \infty} \frac{du}{dt}(t, \infty) F_{X_1}(t, z) dt - \int_{-\infty}^{\infty} \frac{du}{dt}(t, \infty) F_{X_1}(t, z) dt \right) dz
\]

Finally,

\[
\mathbb{E}(u(X)) \geq \mathbb{E}(u(Y)) \geq 0.
\]

Using the results from Theorem 4.3, Equation 12 can be updated to include random vectors,

\[
P(u(X) > u(z)) \geq P(u(Y) > u(z)). \quad (13)
\]

**Definition 4.4.** For random vectors X and Y, X is preferred over Y by all decision makers with a monotonically increasing utility function if, and only if, the following is true:

\[
X \geq_{FSD} Y \iff \forall u : (\forall v : P(u(X) > v) \geq P(u(Y) > v))
\]

Using the results from Theorem 4.3 and Definition 4.4, it is possible to extend FSD to MORL. For MORL, under the ESR criterion, the value distribution, \( Z^\pi \), is considered to be the full distribution of the returns of a random vector received when executing a policy, \( \pi \) (see Section 3). Value distributions can be used to represent policies. In this case, it is possible to use FSD to obtain a partial ordering over policies. For example, consider two policies, \( \pi \) and \( \pi' \), where each policy has the underlying value distribution \( Z^\pi \) and \( Z^\pi' \). If \( Z^\pi \geq_{FSD} Z^\pi' \) then \( \pi \) will be preferred over \( \pi' \).

**Definition 5.5.** Policies \( \pi \) and \( \pi' \) have value distributions \( Z^\pi \) and \( Z^\pi' \). Policy \( \pi \) is preferred over policy \( \pi' \) by all decision makers with a utility function, u, that is monotonically increasing if, and only if, the following is true:

\[
Z^\pi \geq_{FSD} Z^\pi'.
\]
Now that a partial ordering over policies has been defined under the ESR criterion for the unknown utility function scenario, it is possible to define a set of optimal policies.

### 5 SOLUTION SETS FOR ESR

Section 4 defines a partial ordering over policies under the ESR criterion for unknown utility using FSD. In the unknown utility function scenario it is infeasible to learn a single optimal policy [26]. When a user’s utility function is unknown, multi-policy MORL algorithms must be used to learn a set of optimal policies. To apply MORL to the ESR criterion in scenarios with unknown utility, a set of optimal policies under the ESR criterion must be defined. In Section 5, FSD is used to define multiple sets of optimal policies for the ESR criterion.

Firstly, a set of optimal policies, known as the undominated set, is defined. The undominated set is defined using FSD, where each policy in the undominated set has an underlying value distribution that is FSD dominant. The undominated set contains at least one optimal policy for all possible monotonically increasing utility functions.

**Definition 5.1.** The undominated set, $U(\Pi)$, is a sub-set of all possible policies for where there exists some utility function, $u$, where a policy’s value distribution is FSD dominant.

$$U(\Pi) = \left\{ \pi \in \Pi \mid \exists u, \forall \pi' \in \Pi : Z_{\pi} \succeq_{\text{FSD}} Z_{\pi'} \right\}$$

However, the undominated set may contain excess policies. For example, under FSD, if two dominant policies have value distributions that are equal, then both policies will be in the undominated set. Given both value distributions are equal, a user with a monotonically increasing utility function will not prefer one policy over the other. In this case, both policies have the same expected utility. To reduce the number of policies that must be considered at execution time, for each possible utility function, we can keep just one corresponding FSD dominant policy; such a set of policies is called a coverage set (CS).

**Definition 5.2.** The coverage set, $C_S(\Pi)$, is a subset of the undominated set, $U(\Pi)$, where, for every utility function, $u$, the set contains a policy that has a FSD dominant value distribution,

$$C_S(\Pi) \subseteq U(\Pi) \land \left( \forall u, \exists \pi \in C_S(\Pi), \forall \pi' \in \Pi : Z_{\pi} \succeq_{\text{FSD}} Z_{\pi'} \right)$$

In practice, for scenarios where the utility function is unknown, it is difficult to compute the undominated set or coverage set using FSD because FSD relies on having a user’s utility function available to calculate dominance. To address this challenge, expected scalarised returns (ESR) dominance is defined. Multi-policy algorithms can use ESR dominance as a method under the ESR criterion to learn a set of optimal policies.

**Definition 5.3.** For random vectors $X$ and $Y$, $X \succ_{\text{ESR}} Y$ for all decision makers with a monotonically increasing utility function if, and only if, the following is true:

$$X \succ_{\text{ESR}} Y \Leftrightarrow \forall u : (\forall \nu : P(u(X) > u(\nu)) \geq P(u(Y) > u(\nu))) \land \exists \nu : P(u(X) > u(\nu)) > P(u(Y) > u(\nu)).$$

ESR dominance (Definition 5.3) extends FSD, however, ESR dominance is a more strict dominance criterion. For FSD, policies that have equal value distributions are considered dominant policies, which is not the case under ESR dominance. Therefore, if a random vector is ESR dominant, the random vector has a greater expected utility than all ESR dominated random vectors. Theorem 5.4 proves that ESR dominance satisfies the ESR criterion when the utility function of the user is unknown for all monotonically increasing utility functions. Theorem 5.4 focuses on random vectors $X$ and $Y$ where each random vector has two random variables, such that $X = [X_1, X_2]$ and $Y = [Y_1, Y_2]$. $F_X$ and $F_Y$ are the corresponding CDFs and $\nu = [t, z]$. However, Theorem 5.4 can easily be extended for random vectors with $n$ random variables ($X = [X_1, X_2, ..., X_n]$).

**Theorem 5.4.** A random vector, $X$, is preferred to a random vector, $Y$, by all decision makers with a monotonically increasing utility function if, and only if, $X \succ_{\text{ESR}} Y$:

$$X \succ_{\text{ESR}} Y \implies \mathbb{E}(u(X)) > \mathbb{E}(u(Y))$$

**Proof.** $X$ and $Y$ are random vectors with $n$ random variables. If $X \succ_{\text{ESR}} Y$ the following two conditions must be met for all $u$:

1. $\forall u : P(u(X) > u(\nu)) \geq P(u(Y) > u(\nu))$
2. $\exists u : P(u(X) > u(\nu)) > P(u(Y) > u(\nu))$

From Definition 4.3, if $X \succ_{\text{FSD}} Y$ then the following is true:

$$\forall u : \forall \nu : P(u(X) > u(\nu)) \geq P(u(Y) > u(\nu))$$

If $X \succ_{\text{FSD}} Y$, then, from Theorem 4.3, the following is true:

$$\mathbb{E}(u(X)) \geq \mathbb{E}(u(Y))$$

If condition 1 is satisfied, the expected utility of $X$ is at least equal to the expected utility of $Y$, then:

$$\mathbb{E}(u(X)) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_X(t, z) dt dz$$

$$\mathbb{E}(u(Y)) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_Y(t, z) dt dz$$

In order to satisfy condition 2, some limits must exist to give the following,

$$\int_{a}^{b} \int_{c}^{d} f_X(t, z) dt dz > \int_{a}^{b} \int_{c}^{d} f_Y(t, z) dt dz$$

The minimum requirement to satisfy condition 1 is:

$$\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_X(t, z) dt dz = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_Y(t, z) dt dz$$

If condition 1 is satisfied, to satisfy condition 2 some limits must exist:

$$\int_{a}^{b} \int_{c}^{d} f_X(t, z) dt dz > \int_{a}^{b} \int_{c}^{d} f_Y(t, z) dt dz.$$

Therefore,

$$\int_{a}^{b} \int_{c}^{d} f_X(t, z) dt dz + \int_{b}^{\infty} \int_{c}^{\infty} f_X(t, z) dt dz + \int_{-\infty}^{a} \int_{c}^{\infty} f_X(t, z) dt dz + \int_{-\infty}^{\infty} \int_{c}^{\infty} f_X(t, z) dt dz >$$

$$\int_{a}^{b} \int_{c}^{d} f_Y(t, z) dt dz + \int_{b}^{\infty} \int_{c}^{\infty} f_Y(t, z) dt dz + \int_{-\infty}^{a} \int_{c}^{\infty} f_Y(t, z) dt dz + \int_{-\infty}^{\infty} \int_{c}^{\infty} f_Y(t, z) dt dz.$$
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Finally,

$$\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u(t, z) f_{X}(t, z) \, dt \, dz > \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u(t, z) f_{Y}(t, z) \, dt \, dz$$

if $X >_{ESR} Y$, then,

$$\mathbb{E}(u(X)) > \mathbb{E}(u(Y)).$$

\[ \square \]

In the ESR dominance criterion defined in Definition 5.3, the utility of different vectors is compared. However, it is not possible to calculate the utility of a vector when the utility function is unknown. In this case, Pareto dominance [21] can be used instead to determine the relative utility of the vectors being compared.

Definition 5.5. A Pareto dominates ($\succ_p$) B if the following is true:

$$A \succ_p B \iff (\forall i : A_i \geq B_i) \land (\exists i : A_i > B_i).$$

For monotonically increasing utility functions, if the value of an element of the vector increases, then the scalar utility of the vector also increases. Therefore, using Definition 5.5, if vector $A$ Pareto dominates vector $B$, for a monotonically increasing utility function, $A$ has a higher utility than $B$. To make ESR comparisons between value distributions, Pareto dominance can be used.

Definition 5.6. For random vectors $X$ and $Y$, $X >_{ESR} Y$ for all monotonically increasing utility functions if, and only if, the following is true:

$$X >_{ESR} Y \Leftrightarrow \forall v : P(X >_p v) \geq P(Y >_p v) \land \exists v : P(X >_p v) > P(Y >_p v).$$

Therefore, as per Definition 5.7, ESR dominance can be used to give a partial ordering over policies.

Definition 5.7. For value distributions $Z^\pi$ and $Z'^{\pi'}$ for policies $\pi$ and $\pi'$, $\pi$ is preferred over $\pi'$ by all decision makers with a monotonically increasing utility function if, and only if, the following is true:

$$Z^\pi >_{ESR} Z'^{\pi'}$$

Using ESR dominance, it is possible to define a set of optimal policies, known as the ESR set.

Definition 5.8. The ESR set, $ESR(\Pi)$, is a sub-set of all policies where each policy in the ESR set is ESR dominant,

$$ESR(\Pi) = \{ \pi \in \Pi \mid \not\exists \pi' \in \Pi : Z'^{\pi'} >_{ESR} Z^\pi \}.$$  

The ESR set is a set of non-dominated policies, where each policy in the ESR set is ESR dominant. The ESR set can be considered a coverage set, given no excess policies exist in the ESR set. It is viable for a multi-policy MORL method to use ESR dominance to construct the ESR set, given Pareto dominance is used to determine ESR dominance when the utility function of a user is unknown.

6 RELATED WORK

The various orders of stochastic dominance have been used extensively as a method to determine the optimal decision when making decisions under uncertainty in economics [7], finance [1, 4], game theory [9], and various other real-world scenarios [5]. However, stochastic dominance has largely been overlooked in systems that learn. Cook and Jarret [8] use various orders of stochastic dominance and Pareto dominance with genetic algorithms to compute optimal solution sets for an aerospace design problem with multiple objectives when constrained by a computational budget. Martin et al. [16] use second-order stochastic dominance (SSD) with a single-objective distributional RL algorithm [6]. Martin et al. [16] use SSD to determine the optimal policy to take at decision time, and this approach is shown to learn good policies during experimentation.

7 CONCLUSION & FUTURE WORK

The ESR criterion has largely been ignored by the MORL community, with the exception of the work of Roijers et al. [25, 26] and Hayes et al. [11, 12]. While these works present single-policy algorithms that are suitable to learn policies under the ESR criterion, a formal definition of the necessary requirements to satisfy the ESR criterion had not previously been defined. In Section 3, we outline, through examples and definitions, the necessary requirements to satisfy the ESR criterion. The formal definitions outlined in Section 3 ensure that an optimal policy can be learned when the utility function of the user is known under the ESR criterion. However, in the real world, a user’s preferences over objectives (or utility function) may be unknown at the time of learning.

Prior to this paper, a suitable solution set for the unknown utility function scenario under the ESR criterion had not been defined. This long-standing research gap has restricted the applicability of MORL in real-world scenarios under the ESR criterion. In Section 4 and Section 5 we define the necessary solution sets required for multi-policy algorithms to learn a set of optimal policies under the ESR criterion when the utility function of a user is unknown. This work aims to answer some of the existing research questions regarding the ESR criterion. Moreover, we aim to highlight the importance of the ESR criterion when applying MORL to real-world scenarios. In order to successfully apply MORL to the real world, we must implement new single-policy and multi-policy algorithms that can learn solutions for non-linear utility functions in various scenarios.

A promising starting point for future work would be to learn a set of optimal solutions under the ESR criterion in a multi-objective multi-armed bandit setting. Learning an optimal set of policies in a bandit setting is a natural starting point for any new multi-policy algorithm and would require implementing the new dominance criteria outlined in this paper.
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